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We compile the GOCE-only satellite model GOSG01S complete to spherical harmonic degree of 220 using
Satellite Gravity Gradiometry (SGG) data and the Satellite-to-Satellite Tracking (SST) observations along
the GOCE orbit based on applying a least-squares analysis. The diagonal components (Vxx, Vyy, Vzz) of the
gravitational gradient tensor are used to form the system of observation equations with the band-pass
ARMA filter. The point-wise acceleration observations (ax, ay, az) along the orbit are used to form the
system of observation equations up to the maximum spherical harmonic degree/order 130. The analysis
of spectral accuracy characteristics of the newly derived gravitational model GOSG01S and the existing
models GOTIM04S, GODIR04S, GOSPW04S and JYY_GOCE02S based on their comparison with the ultra-
high degree model EIGEN-6C2 reveals a significant consistency at the spectral window approximately
between 80 and 190 due to the same period SGG data used to compile these models. The GOCE related
satellite gravity models GOSG01S, GOTIM05S, GODIR05S, GOTIM04S, GODIR04S, GOSPW04S, JYY_-
GOCE02S, EIGEN-6C2 and EGM2008 are also validated by using GPS-leveling data in China and USA.
According to the truncation at degree 200, the statistic results show that all GGMs have very similar
differences at GPS-leveling points in USA, and all GOCE related gravity models have better performance
than EGM2008 in China. This suggests that all these models provide much more information on the
gravity field than EGM2008 in areas with low terrestrial gravity coverage. And STDs of height anomaly
differences in China for the selected truncation degrees show that GOCE has improved the accuracy of
the global models beyond degree 90 and the accuracies of the models improve from 24 cm to 16 cm. STDs
of geoid height differences in USA show that GOSG01S model has best consistency comparing with GPS-
leveling data for the frequency band of the degree between 20 and 160.
© 2017 Institute of Seismology, China Earthquake Administration, etc. Production and hosting by Elsevier
B.V. on behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The Gravity field and steady-state Ocean Circulation Explorer
(GOCE) satellite mission was launched in March 2009 and started
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its operational phase in September 2009. One of the principal sci-
entific objectives of this satellite mission was to recover the global
gravity field with an expected accuracy of about 1e2 cm (in terms
of geoid) or 1 mGal (in terms of gravity) at the level of a spectral
resolution of about degree 200 in terms of spherical harmonics,
which corresponds to about 100 km at the equator [1e3]. GOCEwas
the first satellitemission tomeasure gravitational gradients directly
using a high-precision electrostatic gravity gradiometer by the
differential acceleration technique [4], which was used to recover
the medium-to-higher frequency signal of the gravitational field.
The on-board GPS receiver provides the Satellite-to-Satellite
Tracking (SST) data, which were used to determine the precise ki-
nematic (PKI) orbit with a cm-level accuracy [5], and consequently
to recover the long-wavelength part of the gravity field. Therefore,
ion and hosting by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an
s/by-nc-nd/4.0/).
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the full-frequency, high-precision GOCE satellite gravitational
model could be estimated by combining the SST and SGG data [1].

Generally, there are several different numerical techniques
applied to recover the global gravitational model (GGM) by pro-
cessing the GOCE SGG observables. Probably the most commonly
used techniques are: the direct approach (DIR), the time-wise
approach (TIM), and the space-wise approach (SPW) correspond-
ing to three types of models which are determined by the
GOCE High Level Processing Facility (HPF) [6]. Until now, the
fifth-generation models derived using the TIM [7] and DIR [8]
approaches, and the fourth-generation model derived by the
SPW approach have been released by the European Space Agency
(http://icgem.gfz-potsdam.de/ICGEM). Considering the SGG data
period used in modeling GOSG01S, the fourth-generation models,
GO_CONS_GCF_2_TIM_R4 [6,9e12], GO_CONS_GCF_2_DIR_R4
[13e16] andGO_CONS_GCF_2_SPW_R4 [17e19], are preferably used
for comparisonwith other recently released GOCE relatedmodels. In
this study we denote these models as GOTIM04S, GODIR04S and
GOSPW04S respectively. A brief description (such as modeling
approach, data processing strategies, input data, maximum degree
and order, etc.) about the models are given in Table 1.

Moreover, there are also other GOCE related satellite gravity
models which were developed using different data processing
strategies, such as the GOCO-S model series (http://www.goco.eu),
ITG-Goce02 [20], JYY_GOCE02S/04S [21] and DGM-1S [22]. The
latestmodel of GOCO-Smodel series was GOCO05S released [23]. In
this study, JYY_GOCE02S are preferably used for the validation of
our model, because they were computed using nearly the same
data period as for the fourth-generation TIM and DIR solutions,
although we also given the validation of other models. The brief
information about GOCO03S, JYY_GOCE02S, ITG-Goce02 and DGM-
1S are also given in Table 1.

In addition to these SGG processing strategies, the tensor
invariant method for the GOCE gravity recovery was developed and
applied [24e26]. The semi-analytical (SA) method was investigated
in detail [27,28], and applied to real GOCE data [29].

All the above summarized GGMs derived using SST data of GOCE
mission processed using different strategies, such as the energy
integration approach [30], the average acceleration approach [31],
the short-arc integral approach [11], and the celestial mechanics
approach [32]. All these SST analysis methods including the point-
wise acceleration approach [33] for the determination of the long-
wavelength gravitational spectrum based on processing the GOCE
SST data were compared and analyzed [34]. They demonstrated
that, except for the energy integration approach, all these methods
provide similar results. We will show similar results from the GOCE
related models comparison.

In this study, we apply a newly designed method to process the
GOCE data. According to this method, the point-wise acceleration
approach is used for the first time for the combination with SGG
data in order to derive a full GOCE-only gravity field model. Then,
the (eight-order) band-pass ARMA filter with the pass-band of
5e41 mHz is applied to process the diagonal components of the
gravitational gradient tensor (GGT), which is different with that
used for the determination of GOTIM04S and GOSPW04S.
Furthermore, we apply the second-order Tikhonov regularization
technique (TRT) only to the near-zonal coefficients in order to
decrease the influence with the increasing order for a particular
degree of spherical harmonics, which is different with that used for
the determination of GOTIM04S, GOSPW04S and JYY_GOCE02S.
We also apply the General Cross Validation (GCV) technique to
estimate the optimal regularization parameters, which is not used
in other methods. And the variance factors of the observations (Vxx,
Vyy, Vzz) for every independent continuous arc are estimated by
applying the Variance Component Estimation (VCE) technique. In
analogy with processing of GOTIM04S and GOSPW04S, we do not
use any reference model in order to obtain a GOCE-only solution.
The content of the manuscript is organized into 5 Sections, begin-
ning with the descriptions of the functional and stochastic models
in Section 2. The applied processing strategies are summarized in
Section 3. The results are presented and validated in Section 4.
Summary and concluding remarks are given in Section 5.

2. Functional and stochastic models

In this section we provide a brief overview of the functional and
stochastic models which include a least-squares (LS) approachwith
colored noise filtering for processing the SGG data and the point-
wise acceleration approach for processing the SST data.

2.1. Functional model for SGG

In order to process the SGG observations along the GOCE sat-
ellite orbit, the LS approach is applied here. The Earth's gravita-
tional potential V at a point (r, q, l) is defined [35].

Vðr; q; lÞ ¼ GM
a

XNmax

n¼0

Xn
m¼0

�a
r

�nþ1�
Cnm cosml

þ Snm sinml
�
Pnmðcos qÞ (1)

where GM is the geocentric gravitational constant, a is the semi-
major axis of the reference ellipsoid, Pnm are the (fully-normal-
ized) associated Legendre functions of degree n and order m, Cnm

and Snm the (fully-normalized) geopotential coefficients which
describe the external gravitational field of the Earth, andNmax is the
maximum degree of the harmonic expansion. The 3-D position is
defined in the Earth's Fixed Reference Frame (EFRF) by the spherical
coordinates (r, q, l), where r is the geocentric radius, q and l are the
spherical co-latitude and longitude respectively.

We further define the gravitational potential V in Eq. (1) by
means of the Fourier series expansion [36]. Then we can write

Vðr; q; lÞ ¼ P∞
m¼0

h
AV
mðr; qÞcosmlþ BVmðr; qÞsinml

i
AV
mðr; qÞ

BVmðr; qÞ

9=; ¼ P∞
n¼m

HV
nmðr; qÞ

8<:Cnm

Snm
;

HV
nmðr; qÞ ¼ lnPnmðcos qÞ; ln ¼ GM

a

�a
r

�nþ1

(2)

where AV
mðr; qÞ;BVmðr; qÞ are the Fourier coefficients, and HV

nmðr; qÞ
are the conversion coefficients between AV

mðr; qÞ;BVmðr; qÞ and
Cnm; Snm. It should be noted that we can use Eq. (2) to express the
gravitational potential for a single point (r, q, l) because Eq. (2) is
just the transformation of Eq. (1) by interchanging the summation
over n and m. So, AV

mðr; qÞ;BVmðr; qÞ are not constants any more for
the observations along the GOCE orbit.

From Eqs. (1) and (2), the components Vij of the second-order
(Marussi) gravitational gradient tensor (GGT) are defined in the
Local North-Oriented Frame (LNOF) as follows

Vijðr; q; lÞ ¼
X∞
m¼0

h
Aij
mðr; qÞcosmlþ Bijmðr; qÞsinml

i
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Table 1
The brief description of several GOCE related satellite gravity field models.

Model name d/o Input data Data processing strategies Regularization/Prior
information

Statistical model for
SGG/Weight

GOTIM05S 280 GOCE only
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eOct.2013)
SST: PKI orbits

SGG: time-wise method,
280 d/o
SST: short-arc integral
method, 150 d/o
LS: strictly inverse

Kaula regularization: (near-)
zonal coefficients and
high-degree coefficients
(201e280 d/o)

Digital ARMA filters as
whitening filters

GODIR05S 300 Combination
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eOct.2012)
SST: GRACE (10 years), LAGEOS (25 years)

SGG: direct solution method,
300 d/o
SST: dynamic method
(solving orbits and potential
coefficients together), 130 d/o
LS: strictly inverse

Kaula regularization: high-
degree coefficients (180
e300 d/o)
And spherical cap
regularization with the
iteration computation

A filter with a pass band
of 8.3e125.0 mHz

GOTIM04S 250 GOCE only
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eJun.2012)
SST: PKI orbits

SGG: time-wise method,
250 d/o
SST: short-arc integral
method, 130 d/o
LS: strictly inverse

Kaula regularization: (near-)
zonal coefficients and high-
degree coefficients (180
e250 d/o)

Full de-correlation with
ARMA filter

GODIR04S 260 Combination
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eJul.2012)
SST: GRACE (10 years), LAGEOS (25 years)

SGG: direct solution method,
260 d/o
SST: dynamic method
(solving orbits and potential
coefficients together), 130 d/o
LS: strictly inverse

Kaula regularization: high-
degree coefficients (200
e260 d/o)
And spherical cap
regularization with the
iteration computation

8.3e125.0 mHz band-pass
filter

GOSPW04S 280 GOCE only
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eJul.2012)
SST: PKI orbits

SGG: space-wise method,
280 d/o
SST：energy balance method,
150 d/o
Spherical harmonic analysis

Regularization matrix
estimated by signal
covariance model from
EIGEN-6C3stat

Wiener filter and whitening
filter

JYY_GOCE02S 230 Combination
SGG: Vxx, Vyy, Vzz, Vxz (Nov.2009eAug.2012)
SST: GOCE PKI orbits
Polar gap data: geoid from ITG-GRACE2010s

SGG: direct solution method,
230 d/o
SST: short-arc integral
method, 120 d/o
LS: strictly inverse

Pseudo-observations from
ITG-GRACE2010s for polar
gap stabilization

IIR (butterworth) filter with
the pass band 5e100 mHz

GOCO03S 250 Combination
SGG: (Vxx, Vyy, Vzz, Vxz (Nov.2009eApr.2011)
SST: GRACE (7 years, ITG-Grace2010s),
CHAMP(8 years), SLR(5 years)

SGG: time-wise method,
250 d/o
SST: short-arc integral
method, 160 d/o
LS: strictly inverse

Kaula regularization: high-
degree coefficients (180
e250 d/o)

Full de-correlation with
ARMA filter

ITG-Goce02 240 GOCE only
SGG: Vxx, Vyy, Vzz (Nov.2009eJun.2010)
SST: PKI orbits (7.5 months)

SGG: direct solution method
based on short arcs, 240 d/o
SST: short-arc integral
method, 130 d/o
LS: strictly inverse

Kaula regularization: the
coefficients (5e240 d/o)

Full variance-covariance
matrix from the observation
residuals referred to a
reference model

DGM-1S 250 Combination
SGG: Vxx, Vyy, Vzz (Nov.2009eDec.2010)
SST: GRACE KBR(7 years),
GOCE PKI orbits (14 months)

SGG: direct solution method,
250 d/o
SST: average acceleration
method, 130 d/o
LS: pre-conditioned
conjugate gradients

Kaula regularization: high-
degree coefficients (180
e250 d/o)
And using empirically defined
7-parameter high-pass filter

Frequency-dependent data
weighting based on PSDs of
the observation residuals
referred to the prior model or
the iteration solution
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where the indexes i and j define the gravitational gradient com-
ponents (xx, yy, zz, xy,…) with respect to the LNOF axes (x, y, z). For
more detailed definitions of the coefficients Aij

mðr; qÞ;Bijmðr; qÞ and
Hij
nmðr; qÞ, we refer to the reference [36]. The expression in Eq. (3)

defines observation equations for the SGG components in the
LNOF coordinate frame.

As seen in Eq. (3), the observations Vij should be in the LNOF. But
the observed GGT components (Vxx, Vyy, Vzz) are defined in GRF.
Generally, we could transform the observations from GRF to LNOF
using the following rotation matrix

RL
G ¼ RI

GR
E
I R

L
E (4)

where RI
G is the transformation matrix from GRF to IRF (which can

be computed by the quaternions from the EGG_IAQ_2 data), RE
I is

the transformation matrix from IRF to EFRF (which can be
computed from the SST_PRM_2 data), and RL

E is the transformation
matrix from EFRF to LNOF (which can be computed using satellite
orbits). In this case, however, the high-precision components (Vxx,
Vyy, Vzz) will be contaminated by the transformation, because of the
presence of the colored noise in the observations and a relatively
low accuracy of the components (Vxy, Vyz). This method is thus not
suitable to recover the gravity field [37]. Therefore, we transformed
the base functions instead of transforming the GGT observations in
Eq. (3). This is done by applying the matrix RI

G and its transposed
matrix in the observation equation (see Eq. (3)). Hence, we have

VGRF ¼ RL
GV

LNOFRG
L (5)

where VGRF and VLNOF represent the gravitational gradient tensor in
GRF and LNOF respectively.
2.2. Functional model for SST

The point-wise acceleration approach for gravity field deter-
mination from kinematic orbits was originally introduced by Reu-
belt [33] and for the first time applied successfully to real data from
the CHAMP mission [38e40]. Later on, the performance of the
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point-wise acceleration approach was demonstrated for GOCE-SST
long-wavelength recovery [34,41,42] as well as for long-
wavelength temporal gravity recovery from CHAMP-SST [43].

Considering the inertial coordinate reference frame, from the
second Newton's law

F ¼ ma (6)

We can express the equation of satellite motion by its acceler-
ation at time t as follows

€rðtÞ ¼ aðtÞ (7)

where €rðtÞ is the second-order derivative of the satellite position
r(t), and a(t) is the total acceleration of the satellite caused by all
types of forces acting on the satellite, which in principle, includes
the Earth's gravitational acceleration ag(t) and additional disturb-
ing accelerations. The latter comprises third-body accelerations
ab(t), tidal accelerations at(t), relativistic effects ar(t), variations in
gravitation af(t) caused by short-term fluctuations (atmosphere,
oceans, hydrology, etc.), and non-gravitational accelerations an(t)
due to atmospheric drag and solar radiation [41].

The Earth's gravitational acceleration ag(t) cannot directly be
computed based on applying the gradient operator V to the geo-
potential function V(t) in EFRF. Instead, the conversion between the
Inertial Reference Frame (IRF) and LNOF has to be taken into
consideration in the definition of the equation of satellite motion. A
more detailed description of these reference frames can be found in
the product data handbook [44]. The observation equation of the
acceleration approach is then given by

RðtÞ
n
€rðtÞ � abðtÞ � atðtÞ � arðtÞ � anðtÞ � af ðtÞ

o

¼
0@ ax

ay
az

1A ¼ VVðtÞ ¼

0BBBBBBB@

vVðtÞ
vx

vVðtÞ
vy

vVðtÞ
vz

1CCCCCCCA ð8Þ
where R(t) is the transformation matrix between IRF to LNOF at
time t. The transformation from IRF to LNOF could be realized in
two steps by applying the conversion from IRF to EFRF, followed by
a conversion to LNOF.

As seen in Eq. (8), the system of observation equations for
processing the SST data is formed for three acceleration compo-
nents along the satellite orbit in the LNOF. The gravitational dis-
turbing accelerations ab(t), at(t), ar(t) and af(t) are computed using
existing models [41], while the non-gravitational accelerations
an(t) are measured with the GOCE on-board accelerometers and
compensated by the drag-free system.

2.3. LS combination of SST and SGG

For the linear observations defined in Eqs. (3) and (8), the
functional and statistical models of the gravitational field recovery
from the SGG and SST data are defined by a standard Gauss-Markov
model. It reads

y ¼ Axþ 3; Efyg ¼ Ax; Dfyg ¼ s20Q ¼ s20P
�1 (9)

where y is the vector of observations, A is the designmatrix, x is the
vector of (unknown) geopotential parameters to be estimated, 3is
the vector of observation errors, D{y} is the error variance-
covariance matrix, P is the weight matrix, Q is the inverse of the
weight matrix, and s20 is the variance component.
In our case, the observation vector y comprises the diagonal
components (Vxx, Vyy, Vzz) of GGT in the gradiometer reference
frame (GRF) and three components (ax, ay, az) of the Earth's gravi-
tational accelerations in GRF. It should be noted that the Vxz

component can be profitably used for gravity field recovery, such as
the time-wise approach [9] and the space-wise approach [19]. We
denote these observations (Vxx, Vyy, Vzz, ax, ay, az) in the observation
vector by indexing them as yi (i ¼ 1,2,3,4,5,6). The same notation is
applied to the design and weight matrices, i.e., Ai and Pi. From Eq.
(9), the geopotential parameters x can be estimated by applying the
VCE technique as follows [45].

bx ¼ N�1W (10)

where the normal matrix and vector reads

N ¼
X6
i¼1

 
1
s2i

AT
i PiAi

!
; W ¼

X6
i¼1

 
1
s2i

AT
i Piyi

!
(11)

and s2i are the variance factors of observations yi. By applying
Helmert's method [46], the variance factors s2i can be computed
iteratively according to

bs2
i ¼ ðAibx � yiÞTPiðAibx � yiÞ

, 
li � tr

 
1
s2i

AT
i PiAiN

�1

!!
(12)

where li is the number of observations yi.
Actually, the observations could form the independent arcs for

every component (Vxx, Vyy, Vzz, ax, ay, az). Hence, it should be more
convenient to estimate the variance factors for independent arcs
(such as 1 month data period), because of consideration of the data
precision differences in different time epochs. In this study, the
variance factors for every independent arc of the SGG data Vxx, Vyy,
Vzz are estimated using this strategy, although this strategy will
increase processing time.

Due to the GOCE data gap in polar areas, the least-squares
solution is ill-posed. To stabilize the solution, we applied Tikho-
nov's regularization technique [47]. The regularization matrix
K and the regularization parameter awere then applied in Eq. (11)
as follows [48].

N ¼
X6
i¼1

 
1
s2i

AT
i PiAi

!
þ aK ; W ¼

X6
i¼1

 
1
s2i

AT
i Piyi

!
(13)

Here we used the second-order Tikhonov regularization matrix
[49] of which the diagonal elements are defined as follows

kjj ¼ n2j
�
nj þ 1

�2 (14)

where nj is the degree of the geopotential coefficient related to a
row number j. The second-order Tikhonov regularization matrix
with the regularization parameter a¼ 1010 is very close to the Kaula
regularization matrix, which uses the inverse of Kaula's rule [50].

kjj ¼ n4j (15)

The regularization parameter a is estimated by applying the GCV
technique. It reads [48,49].

agcv ¼ arg min
njjy � Axjj2�

n� tr
�
A
�
ATPAþ aK

��1ATP
��2 (16)

where n is the number of the observations.



Fig. 1. PSDs of the diagonal components (Vxx, Vyy, Vzz) and the trace of GOCE GGT.
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3. Data processing

In order to estimate the final GOCE based gravity field model, all
SGG and SST data products released by ESA are needed to be pre-
processed. And the normal equations corresponding to the SST and
SGG observations are formed independently. To deal with the
colored noise in SGG observations, the band-pass filtering could be
used to suppress the large noise outside the MBW. So the high-
precision long-wavelength gravity field could not be recovered by
using the SGG data, which mainly contribute to the median-to-
short wavelengths of the gravity field. The high-precision full-
band GOCE only gravity filed model could be estimated by combing
SST and SGG observations. And the regularization technique should
be applied to solve the ill-posed problem caused by the polar data
gaps. In the following sub-sections, the detailed processing pro-
cedures of the SST and SGG observations are described.

3.1. Data description

The released gravitational gradient product EGG_NOM_2 and the
precise science orbits SST_PSO_2 were used to determine the GOCE-
only model GOSG01S. Note that these data products can be accessed
at: http://eo-virtual-archive1.esa.int/Index.html. These data prod-
ucts also include several sub-products for gravity field recovery,
namely the EGG_NOM_2 product mainly includes gravity gradient
tensor observations GGT in GRF, the attitude quaternions EGG_IAQ_2
used for the transformation from IRF to GRF, and the common-mode
accelerations EGG_CCD_2C. The SST_PSO_2 product includes the
kinematic orbits SST_PKI_2, the variance-covariance information
SST_PCV_2 of the precise PKI orbits, reduced-dynamic orbits
SST_PRD_2, and the quaternions SST_PRM_2 used for the trans-
formation from EFRF to IRF.

The data period of the EGG_NOM_2 product used for forming
the SGG observation equations is from 1st of November, 2009 until
31st of May, 2012. We selected only the high-precision diagonal
components (Vxx, Vyy, Vzz) of GGT. The data period of SST_PKI_2 and
SST_PCV_2 products used to form the SST observation equations is
from 1st of November, 2009 until 5th of July, 2010 (R2-period). Due
to the increasing magnetic activity for the years 2011 and 2012 the
quality of the GOCE SST solutions is reduced [51] and severe
structures emerge in the SST-only solutions. Thus we think it is
appropriate to use only the SST data of the R2-period for the
combination with SGG for our GOCE model.

3.2. Data preprocessing

To select appropriate data of a good quality, we preprocessed the
initial data by applying outlier detection, interpolation, and unifi-
cation of the time for the different observations. Moreover, the
application of the ARMA filter for the SGG observation equation
requires that the datasets are continuous for every independent arc.

3.2.1. Preprocessing for SGG data
For the original continuous SGG observations, data records with

the flag 4were deleted. This obviously introduced data gaps. Hence,
to obtain a continuous data set, the observations at these data gaps
were estimated by applying the 7-point Lagrange polynomial
interpolation when the length of the data gap was less than 40s.
Otherwise, the data were split into independent arcs. When
forming the SGG observation equations, the SST_PRD_2 product
with 10 s sampling was used to interpolate the 1s sampling orbits
according to the time of SGG data, again using the 7-point Lagrange
polynomial interpolation. The corresponding SST_PRM_2 observa-
tions were then interpolated according to the time of SGG data
using the method described in Ref. [44]. After gross outlier
elimination, data gaps interpolation and data splitting, we obtained
in total 44 independently continuous SGG arcs and about 20.5
months of the validated SGG data.

The power spectral density (PSD) of the diagonal components
(Vxx,Vyy,Vzz) and the trace of GOCEGGTare shown in Fig.1,which are
estimated by the 71 days data from1st of November, 2009 to 10th of
January, 2010. We note that the trace of GOCE GGT represents the
total error of the components Vxx, Vyy and Vzz. The PSD curve of the
trace shows that a high-precision signal in the SGG observations is
achieved onlywithin themeasurement bandwidth (MBW) from5 to
100 mHz, while the noise outside of this interval has characteristics
of a colored noise, especially for the 1/f behavior at low frequencies,
which is consistent with the design requirements [37]. The colored
noise behavior refers to the fact that the SGG observations are auto-
correlated in time. Consequently, the error variance-covariance
matrix is a fully-occupied matrix, which is hard to deal with
directly due to limited computational capacity currently available. A
possible method of processing the colored noise in SGG data is to
apply a whitening filtering technique to both sides of the linear
observation equation [52]. The filter model corresponds to the PSD
of the colored noise. This procedure is equivalent to the application
of the full error variance-covariance matrix estimated by the PSD of
the filter-frequency response [52]. Here we apply the band-pass
ARMA filter instead of the whitening filter, which is defined as [53].

xðnÞ þ
Xp
i¼1

aixðn� iÞ ¼
Xq
i¼0

biwðn� iÞ (17)

where (ai, bi) are coefficients of the filter, p the order of the auto-
regressive part, q the order of the moving average part, x(n) the
output discrete time series, and w(n) the input time series to be
filtered. The corresponding frequency response H(z) is defined as

HðzÞ ¼
Pq

i¼0 biz
�i

1þPp
i¼1 aiz

�i
(18)

3.2.2. Preprocessing for SST data
For the SST data, we used the accelerations computed from the a

priori gravitational model EGM96 [54] to detect the gross outliers.
The outlier threshold was set equal to 4000 mGal. Based on this
criterion, less than 0.01% data were classified as gross errors and
subsequently removed from data set. The selections of both, the
reference model and threshold, were chosen to be very

http://eo-virtual-archive1.esa.int/Index.html
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conservative in order to make sure that the selected observations
are independent to the applied a priori gravitational model.

The numerical differentiation technique is used to derive the
accelerations of satellite motion €rðtÞ from the kinematic satellite
positions (for GOCE mission, PKI orbits released by ESA). This is
done by applying the eight-order (nine-point) differentiator
[33,41]. For reducing the high-frequency noise amplification
generated by the numerical differentiation technique, a simple low
pass filter method could be used, such as a down-sampling pro-
cedure. In Baur et al. [41] this was established by means of an
Extended Differentiation Filter (EDF) with a step width of Dt ¼ 30 s
in order to account for deficiencies of the empirically estimated
covariance matrices in recording the high frequent noise. Another
option for filtering the high frequency noise is a straightforward
error propagation of the orbit covariance matrices to acceleration
covariance matrices by means of the differentiation scheme. Using
these acceleration covariance matrices directly for data-weighting
(or alternatively for creating a whitening filter by means of an
ARMA process, see Section 3.2.1) means an appropriate high-pass
filtering. In newer GOCE-SST analysis this lead to a slightly better
performance [34,42] and thus this procedure was selected in our
study together with a moderate Extended Differentiation Filter
(EDF5) technique withDt ¼ 5s [41,42].

3.3. Forming SGG observation equations

For the SGG data, we set the maximum degree and order as 220.
It corresponds to 48837 geopotential coefficients to be determined.
Considering tens of millions of SGG observations, forming the
normal equation and inverting the normal matrix will demand
huge computation resources, which could not be realized using
single processors. We separated the observations into short arcs
(with an average time span of about 4 h), and formed the normal
equations of the diagonal components Vxx, Vyy and Vzz indepen-
dently for every short arc by using multi-processors on the high
performance computer. The final system of normal equations for
every continuous arc, corresponding to the three components (Vxx,
Vyy, Vzz), was formed by summing up all the normal equations
established for the short arcs and applying a relativeweight of 1. For
combining the independent continuous arcs and different obser-
vations (Vxx, Vyy, Vzz), however, the variance factors were estimated
for every independent continuous arc.

To deal with the colored noise of the observations, the (eight-
order) band-pass ARMA filter (p ¼ q ¼ 8) with the pass-band be-
tween 5 and 41 mHz was applied on both sides of the observation
equations formed according to Eq. (9) for all three components (Vxx,
Vyy, Vzz) in the entire data period. The maximum value of the pass-
band, 41 mHz, was computed fromfmax ¼ Nmax/Tr. This corresponds
to the maximum degree and order Nmax ¼ 220 for one satellite
orbital revolution Tr ¼ 5383 s [55]. Because of the warming-up
problem of the ARMA filter, the first 2000 samples of every arc
should be abandoned, which will cause huge loss of data. To avoid
this problem, we prepared the data to have 2000 record overlaps
between two successive arcs in one continuous data period.

3.4. Forming SST observation equations

After the outlier detection of the kinematic orbits, the acceler-
ations (ax, ay, az) and the weight matrix P in Eq. (9) were derived
based on applying the EDF5 and error propagation according to the
orbit arc length of 15 min. For every independent orbital arc, the
error statistical model was computed by the straightforward error
propagation from the PKI orbit variance-covariance information
provided by SST_PCV_2 [42]. The non-conservative forces from the
GOCE on-board accelerometers (common mode accelerations)
were also included in the observation equations and a constant
empirical parameter was estimated for every 10 successive arcs for
each coordinate direction in the GRF. Although GOCE is kept quasi
drag-free in along-track direction, it is of benefit for the very low
degree gravity field coefficients [34] to account for the residual
non-conservative accelerations mainly caused by the insensitivity
of the accelerometers to low-frequency signal. The observation
equations for independent arcs were then generated individually.
The final system of normal equations of SST was solved by assem-
bling the normal equations with initial variance factors for inde-
pendent arcs. Moreover, the VCE technique was applied to estimate
the variance factors of the independent arcs iteratively. The VCE
was established in the orbit frame (along-track, cross-track, radial)
since this is a natural system for GPS-induced kinematic orbit errors
[34,56,57]. This would effectively reduce the contribution of the
arcs with large residuals to the final solution, e.g., the influence of
the along-track component of February 2010 which was contami-
nated by missing GGT observations and failing drag-free compen-
sation. For details of the GOCE SST real data processing based on
straightforward error propagation of orbit variance-covariance in-
formation we refer to the references [34,42].

3.5. SGG and SST combination, regularization

The final solution was estimated by combining the systems of
normal equations formed independently for the diagonal compo-
nents (Vxx, Vyy, Vzz) and the SST data. The most important aspect of
this processing step was to choose relative weights between these
observations by estimating the variance factors in Eq. (11). The
variance factors for the SGG and SST data were determined inde-
pendently. For the SGG data, the variance factors of 44 continuous
arcs of the observations (Vxx, Vyy, Vzz) were estimated iteratively by
applying the VCE technique [45]. For every independent contin-
uous arc, the initial values of the variance factors were set as 3 mE
(for Vxx, Vyy) and 6 mE (for Vzz) according to the error levels of (Vxx,
Vyy, Vzz) from their PSDs (Fig. 1), which was consistent with the
results in the Ref. [58]. After the third iteration, the variance factors
of the diagonal components (Vxx, Vyy, Vzz) have converged to certain
different values for different observation arcs. These estimated
variances were then used to combine the SST data with the com-
ponents Vxx, Vyy and Vzz in forming the final system of normal
equations. Considering that nearly the same estimation strategy
was used in forming the SST observation equations (in Section 3.4),
the variance factor of the SST observation equations in Eq. (11) was
set equal to 1 for combining the SST and SGG data. This is because
the SST observations were weighted by the corresponding
variance-covariance information and the estimated variance fac-
tors of the independent orbit arcs.

Since the ill-posed problem caused by the polar data gap
influenced mainly the near-zonal coefficients [59], the diagonal
elements kjj of the regularization matrix were applied only to the
coefficients with m < mr (where mr ¼ 20 is the maximum order for
the regularization). Since the influence of the ill-posed problem
decreases continuously with an increasing order for a certain har-
monic degree, the regularization matrix elements kjj should
generally also decrease with an increasing order. According to this
principle, the values of kjj were computed from

kjj ¼ n2j
�
nj þ 1

�2ðm�mrÞ2; form<mr;mr ¼ 20 (1)

4. Results and validation

Based on the data processing strategies described in Section 3,
we estimated individually three solutions, namely the SST-only
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gravitational model, the SGG-only gravitational model, and the
combined SGG and STTgravitational model, called herein GOSG01S.
The systems of normal equations were solved by means of Cho-
lesky's decomposition. As mentioned before, these three models
have been obtained without using any a priori gravitational model,
disregarding even the normal gravity field.

4.1. Comparison with EIGEN-6C2

To evaluate the spectral error characteristics of our three
developed models, the ultra-high degree model EIGEN-6C2 [60]
was used for comparison. The combined model EIGEN-6C2 was
determined from GRACE, GOCE, LAGEOS, marine and terrestrial
gravity data. Note that this model is available at the GFZ website
(http://icgem.gfz-potsdam.de/ICGEM). This model shows a very
good agreement with global GPS-leveling data, including the GPS-
leveling points in China [61]. Therefore, we selected this model for
the validation of our solutions. The degree RMS of the
Fig. 2. Degree RMS of the coefficient differences between our solutions and EIGEN-6C2: (a) n
the SGG-only solution (red line), the SST-only solution (green line), the combined SGG an
solution with the regularization (cyan line).

Fig. 3. Spectra of the geopotential coefficient differences between the different solutions and
and SST solution before regularization; and (d) the combined SGG and SST solution after re
coefficient differences between our three solutions and the EIGEN-
6C2 model are shown in Fig. 2. For Fig. 2b, in order to remove the
effect of the polar gap, the coefficients with the order less
thanmn ¼ j0:5p� Ij � n (with inclination I in radians) are omitted
when estimating the degree RMS [41]. As expected, the combined
SGG and SST model with the regularization technique applied,
GOSG01S, has a better accuracy than the SST-only and SGG-only
models. The SST-only model shows better performance than the
SGG-only model up to degree 35. Moreover, the large errors in
Fig. 2a are mainly caused by the polar data gap. The errors could be
reduced by the regularization technique. By comparing the spectra
of the differences between our solutions and EIGEN-6C2 in Fig. 3,
we could see that the largest differences are distributed mainly
within the zonal and near-zonal coefficients (m < 20) as well as
within the high-degree coefficients. These differences, attributed to
the polar data gap, were reduced by applying the regularization.
Moreover, as seen in Fig. 3, the SST-only and SGG-only models have
a good quality at lower and high degrees respectively. The main
o orders are omitted; (b) orders m < mn omitted. EIGEN-6C2 signal (black dashed line),
d SST solution without the regularization (blue line), and the combined SGG and SST

EIGEN-6C2: (a) the SST-only solution; (b) the SGG-only solution; (c) the combined SGG
gularization.

http://icgem.gfz-potsdam.de/ICGEM
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contribution to the combined model from the SGG data is thus
nearly above degree/order 50. As also seen from the comparison
with EIGEN-6C2, the regularization significantly improved the ac-
curacy of the final solution (GOSG01S).

We further compared the accuracy of our final model, GOSG01S,
with the similar GOCE-only derived models GOTIM04S,
GOSPW04S, the combination models GODIR04S and JYY_GOCE02S.
The degree RMS of the coefficient differences between GOCE-
related models (GOSG01S, GOTIM04S, GODIR04S, GOSPW04S and
JYY_GOCE02S) and EIGEN-6C2 are plotted in Fig. 4. As seen from
the figure, the GOCE-related models except GODIR04S are very
close to each other at the spectral window approximately between
80 and 190 in Fig. 4b, while there are the large differences among
them at the spectral window less than 160 in Fig. 4a. This means
that the large differences among them mainly come from the low-
order terms because of the different regularization approaches
applied for dealing with the polar gap problem. As seen from these
differences, the GODIR04S model has a better agreement with
EIGEN-6C2 at the long-to-medium part of the gravitational spec-
trum than others. The main reason is that GODIR04S and EIGEN-
6C2 comprise the contribution from GRACE data, and the same
processing strategy of the SGG data was used for setting up the
normal equation matrix. The JYY_GOCE02S model is more close to
EIGEN-6C2 than GOTIM04S, GOSPW04S and GOSG01S at the
spectral window approximately between 30 and 160 in Fig. 4a
because pseudo-observations from ITG-GRACE2010s in polar gap
areawere used for the regularization inmodeling the JYY_GOCE02S
model. GOTIM04S more closely agrees with EIGEN-6C2 above de-
gree 190. This finding could be partly explained by the fact that
Kaula's regularization technique was applied to the GOTIM04S
coefficients above degree 180, whereas we applied the regulariza-
tion only to the zonal and near-zonal coefficients of the GOSG01S
model. Moreover, the coefficients of the frequency band between
80 and 190 mainly contributed by the SGG data are very close to
each other if we took no account of the influence of the polar gap,
although the different processing strategies of SGG data are applied
in modeling. Comparing with GODIR04S, other models are more
close to each other in Fig. 4b, especially at the low-degree spectrum
which is only contributed from the GOCE SST-hl data.

In order to analyze the GOSG01S contribution to the long-to-
medium wavelengths of the gravitational field, we plotted the
geoid differences between the GOCE only models (GOSG01S,
GOTIM04S and GOSPW04S) and the ultra-high degree models
(EGM2008 [62] and EIGEN-6C2) in Fig. 5, using the spherical
Fig. 4. Degree RMS of the coefficient differences of the GOSG01S, GOTIM04S, GODIR04S,
omitted; (b) orders m < mn omitted.
harmonic expansion complete to degree/order 200. From the
figure, GOSG01S, GOTIM04S and GOSPW04S models show the
same pattern globally. Comparing with EGM2008 (in Fig. 5 left
column), the largest differences are distributed in areas of Hima-
laya, Tibet, Andes, Amazonia, central Africa, and Antarctica, where
terrestrial gravity data are sparse or completely absent. Conse-
quently, the accuracy of EGM2008 in these areas is low. In contrast,
the geoid differences between the GOCE onlymodels and EGM2008
over open oceans are very small and normally distributed. This
indicates that the GOCE only models have a very good reliability. By
analogy with findings of the Refs. [9,21,58], we could conclude that,
if considering the spatial resolution complete to degree of 200,
GOSG01S provides significantly more information on the gravity
field in these areas than EGM2008. The results also show that the
GOSG01S, GOTIM04S and GOSPW04S models are very close to
EIGEN-6C2 except the polar area.

4.2. Validation using GPS-leveling data

In this paragraphwe used the GPS-leveling information in China
and USA to validate the accuracy of the GOSG01S. For this purpose
we used 649 GPS-leveling points in China [61] and 6169 GPS-
leveling points in USA [63]. Note that GPS-leveling data in USA
are available at the NGS website (http://www.ngs.noaa.gov). The
accuracy of GOSG01S at these GPS-leveling points was also
compared with the GOTIM05S, GODIR05S, GOTIM04S, GODIR04S,
GOSPW04S, JYY_GOCE02S, GOCO03S, EIGEN-6C2 and EGM2008
models with the maximum degree and order 200. The statistics of
the differences between the GGMs and GPS-leveling geoid/quasi-
geoid heights in China and USA are summarized in Tables 2 and 3.
These differences comprise also the GGM omission errors. As seen
from this validation, the GOSG01S, GOTIM05S, GODIR05S,
GOTIM04S, GODIR04S, GOSPW04S, JYY_GOCE02S, GOCO03S and
EIGEN-6C2 models have nearly the same accuracy; the STD of dif-
ferences of these models differ less than 6 mm. Moreover, we can
see that all models compiled using GOCE data have a significantly
better accuracy in China than EGM2008, while all these models
(including EGM2008) have nearly the same accuracy in USA. This is
explained by the fact that terrestrial gravity data in China were
lower accuracy or not incorporated in processing the EGM2008
model.

The same analysis was repeated by taking into consideration
the GGM omission errors. The omission errors were estimated
using the EGM2008 coefficients between the spherical harmonic
GOSPW04S and JYY_GOCE02S models with respect to EIGEN-6C2: (a) no orders are

http://www.ngs.noaa.gov


Fig. 5. Geoid differences between the GOCE only models (GOSG01S, GOTIM04S and GOSPW04S) and the ultra-high degree models (EGM2008 and EIGEN-6C2) computed using the
spherical harmonic resolution up to degree of 200: (a) the differences between GOSG01S and EGM2008; (b) the differences between GOSG01S and EIGEN-6C2; (c) the differences
between GOTIM04S and EGM2008; (d) the differences between GOTIM04S and EIGEN-6C2; (e) the differences between GOSPW04S and EGM2008; and (f) the differences between
GOSPW04S and EIGEN-6C2. (Unit: m).
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degrees from 200 up to 2190. We note that the degree and order
of EIGEN-6C2 model is up to 1949. The statistics of geoid/quasi-
geoid differences computed using GGMs and GPS-leveling data
are given in Table 4. Similarly to the results presented in Tables 2
and 3, all GGMs compiled using GOCE data have again very
similar differences at GPS-leveling points in China and USA. We
also see that all investigated models (including EGM2008) have
a very similar accuracy in USA, while the EGM2008 model cor-
rected for the omission errors has again a lower accuracy in China
than other models.

In order to analyze the accuracy of GOSG01S according to the
different frequency corresponding to the degree of themodel, we use
the same approach for the validation of GOCE gravity field models in
Table 2
Validation of the GOSG01S, GOTIM05S, GODIR05S, GOTIM04S, GODIR04S,
GOSPW04S, GOCO03S, JYY_GOCE02S, EIGEN-6C2 and EGM2008 models up to de-
gree and order 200 using GPS-leveling data in China (649 points) (unit: m). The
omission errors were disregarded.

Model Mean Max Min RMS STD

GOSG01S 0.050 3.220 �3.024 0.571 ±0.569
GOTIM05S 0.048 3.232 �3.007 0.570 ±0.569
GODIR05S 0.049 3.219 �3.016 0.571 ±0.569
GOTIM04S 0.050 3.233 �3.033 0.571 ±0.569
GODIR04S 0.047 3.216 �3.034 0.572 ±0.570
GOSPW04S 0.043 3.209 �3.055 0.571 ±0.570
GOCO03S 0.046 3.260 �3.049 0.573 ±0.571
JYY_GOCE02S 0.055 3.228 �3.037 0.572 ±0.569
EIGEN-6C2 0.052 3.326 �3.049 0.577 ±0.575
EGM2008 0.048 3.831 �2.882 0.603 ±0.602
the Ref. [64]. Fig. 6 shows the STDs of height anomaly differences in
China and STDs of geoid height differences in USA for the selected
truncation degrees and orders in steps of 10 starting from the degree
and order 10 to 220 for GOCE related models GOSG01S, GOTIM04S,
GODIR04S, GOSPW04S, JYY_GOCE02S and EGM2008. The omission
errors of the GOCE related models and EGM2008 up to the trunca-
tion degree are computed by EGM2008 from the truncation degree
to degree 2190. So for EGM2008, the STD of height anomaly/geoid
height differences in China and USA is always a constant for different
degrees. In China, these GOCE related models have nearly the same
accuracy for the degree less than 200. Starting from degree 200, the
accuracy of GOSG01S becomes a little bit worse than other models.
The STDs of the GOCE related models which decrease from 24 cm to
Table 3
Validation of the GOSG01S, GOTIM05S, GODIR05S, GOTIM04S, GODIR04S,
GOSPW04S, GOCO03S, JYY_GOCE02S, and EGM2008 models up to degree and order
200 using GPS-leveling data in USA (6169 points) (unit: m). The omission errors
were disregarded.

Model Mean Max Min RMS STD

GOSG01S �0.567 2.253 �3.039 0.766 ±0.516
GOTIM05S �0.567 2.243 �3.056 0.765 ±0.513
GODIR05S �0.569 2.243 �3.059 0.767 ±0.514
GOTIM04S �0.563 2.225 �3.060 0.762 ±0.513
GODIR04S �0.567 2.215 �3.080 0.765 ±0.514
GOSPW04S �0.568 2.271 �3.053 0.767 ±0.516
GOCO03S �0.566 2.287 �3.099 0.768 ±0.519
JYY_GOCE02S �0.571 2.220 �3.027 0.769 ±0.515
EIGEN-6C2 �0.567 2.267 �3.040 0.767 ±0.517
EGM2008 �0.567 2.277 �3.046 0.766 ±0.516



Table 4
Validation of the GOSG01S, GOTIM05S, GODIR05S, GOTIM04S, GODIR04S, GOCO03S,
JYY_GOCE02S, and EGM2008 models using GPS-leveling data in China and USA
(unit: m). The omission errors were compensated using the EGM2008 coefficients
up to degree/order 2190.

Model Degree Mean (China) STD (China) Mean (USA) STD (USA)

GOSG01S 200 0.242 ±0.165 �0.511 ±0.283
GOTIM05S 200 0.239 ±0.161 �0.511 ±0.281
GODIR05S 200 0.240 ±0.161 �0.513 ±0.281
GOTIM04S 200 0.241 ±0.161 �0.507 ±0.280
GODIR04S 200 0.239 ±0.162 �0.511 ±0.281
GOSPW04S 200 0.235 ±0.163 �0.512 ±0.283
GOCO03S 200 0.238 ±0.164 �0.511 ±0.285
JYY_GOCE02S 200 0.245 ±0.160 �0.517 ±0.282
EIGEN-6C2 1949 0.243 ±0.167 �0.511 ±0.284
EGM2008 200 0.239 ±0.240 �0.511 ±0.284
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16 cm in China show that GOCE has improved the accuracy of the
global models beyond degree 90 considering that EGM2008 is used
as the background model for reducing omission errors. The reason
should be that the accuracy of the data used for the determination of
the EGM2008 model is poor in China. From the figure, although the
GOSG01S model show slightly better performance than other
models with the truncation degree less than 160 in USA, the differ-
ences of STD geoid height differences among all the models are less
than 5 mm for the truncation degree less than or equal to 200.
GOSG01S and GOSPW04S have worse performance for degrees
greater than 200 than other models.

The geoid height/height anomaly slope differences are also used
to validate the models in our study, which are more sensitive to mid-
to high-frequency variations of the geoid [64]. For the definition of
the geoid height/height anomaly slope differences, we refer to the
Ref. [64]. Fig. 7 shows the RMS of geoid slope differences per distance
class for China and USA for the GOCE related models and the
EGM2008 model with the truncated degree 200 (in Fig. 7a and b).
Here the distance class is selected by the step of 20 km. In order to
find the differences between the curves, we choose the RMS of
GOSG01S as the reference, which is subtracted from all RMSs of geoid
slope differences per distance class (in Fig. 7c and d). In order to get
the positive RMS, all RMSs are added by 10 cm. From the figure, the
RMSs of slope differences from the GOCE-based models are very
close to each other in China when the distance is less than 4800 km,
which is same situation in USA. And EGM2008 also shows very poor
performance comparing with the other models in China, while all
Fig. 6. STDs of (a) height anomaly differences in China and (b) geoid height differences in U
model. Red GOSG01S, green GOTIM04S, blue GODIR04S, cyan GOSPW04S, magenta JYY_GO
models have a similar performance in USA. This is consistent with
the validation results by height anomaly/geoid height differences.
5. Summary and concluding remarks

We derived the new GOCE-only satellite model GOSG01S with a
spectral resolution complete to degree/order 220 based on
applying the point-wise acceleration approach to process 8 months
of the PKI orbits, while a least-squares analysis with the band-pass
ARMA filter was used to process 20.5 months of the SGG data. The
VCE technique was further applied to estimate the variance factors
for every arc of continuous observations (Vxx, Vyy, Vzz) and the
variance factors of the independent SST arcs iteratively. A relative
weight between the SGG and SST data was set equal to 1. The
second-order Tikhonov regularization techniquewas applied to the
near-zonal coefficients (m < 20) in order to solve the ill-posed
problem caused by the inclination of 96.7� of the GOCE satellite
orbit. And GCV method is used to estimate the optimal regulari-
zation parameter.

The validation of GOSG01S revealed a similar accuracy
with available models. The comparison of the spectral prop-
erties of GOSG01S with GOTIM04S, GODIR04S, GOSPW04S and
JYY_GOCE02S in terms of the degree RMS of the differences relative
to the ultra-high degree model EIGEN-6C2 showed that if we took
no account of the lower-order terms, the GOCE-related models
except GODIR04S are very close to each other at the spectral win-
dow approximately between 80 and 190 due to the same period
SGG data used to compile these models. Further validation using
GPS-leveling data in China and USA revealed that GOSG01S,
GOTIM05S, GODIR05S, GOTIM04S, GODIR04S, GOSPW04S and
JYY_GOCE02S have a very similar accuracy, while a low accuracy of
EGM2008 at GPS-leveling data in China is caused by the fact that
terrestrial gravity datawere not used for processing this model. The
statistical analysis further showed that the STD of the geoid/qua-
sigeoid differences of GOSG01S (up to degree/order 200) at GPS-
leveling points in China and USA is ±57.0 and ±51.5 cm respec-
tively (when disregarding the omission errors), while the corre-
sponding STD of these differences is only ±16.5 and ±28.2 cm
(when taking the omission errors into consideration). Moreover, in
agreement with previous findings, we demonstrated that GOSG01S
comprisesmore information on gravity field that EGM2008 in areas
with a lack or total absence of terrestrial gravity data. These results
SA for the selected truncation degrees for the GOCE related models and the EGM2008
CE02S, black EGM2008.



Fig. 7. RMS of geoid slope differences per distance class for China (a, c) and USA (b, d) for the GOCE related models and the EGM2008 model up to the degree and order 200. Red
GOSG01S, green GOTIM04S, blue GODIR04S, cyan GOSPW04S, magenta JYY_GOCE02S, black EGM2008. In the bottom panels, the RMS of GOSG01S is subtracted from all RMSs of
geoid slope differences per distance class, and all RMSs except the one of GOSG01S are added by 10 cm.
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confirmed a good performance of processing strategies applied in
this study to compile our GOCE-only satellite model GOSG01S.
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Appendix

The GOCE only model GOSG01S will be provided as an appendix
of the paper. The brief description of the data used and progress
strategies about the model are described as follows.
Description of data used

➢ Period:
C SGG: 1/11/2009e31/5/2012
C SST: 1/11/2009e5/7/2010

➢ Sampling interval: 1s
➢ SGG: EGG_NOM_2 (GGT: Vxx, Vyy, Vzz) in GRF
➢ SST: SST_PKI_2, SST_PCV_2, SST_PRD_2
➢ Attitude: EGG_NOM_2 (IAQ), SST_PRM_2 (PRM)
➢ Non-conservative force: Common mode ACC (GG_CCD_1i)
➢ Background model: tidal model (solid etc.), third-body acceler-

ation, relativistic corrections, …

Data progress strategies

➢ Data preprocessing
C Gross outlier elimination and interpolation (only for the data

gaps less than 40s).
C Splitting data into subsections for gaps >40s

➢ The normal equation from SST data
C Point-wise acceleration approach (PAA)
C Extended Differentiation Filter (low-pass)
C Max degree: up to 130
C Data: PKI, PCV, CCD

➢ The normal equation from SGG data
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C Space-Wise LS method
C Max degree: up to 220
C Data:GGT, PRD, IAQ, PRM
C Band-pass filter: used to deal with colored-noise of GGT

observations (pass band 0.005e0.041 Hz)
C Forming the normal equations according to subsections
C Spherical harmonic base function transformation instead of

transforming GGT from GRF to LNRF
➢ Combination of SGG and SST

C Max degree: up to 220
C The VCE technique is used to estimate the relative weights

forVxx, Vyy, Vzz

C Tikhonov Regularization Technique (TRT) is only applied to
near (zonal) terms (m < 20)

C Strictly inverse the normal matrix based on MPI
➢ Parameters for the model recovery

C Earth_gravity_constant: 3.986004415Eþ14
C Radius: 6.3781363Eþ06
C Max_degree: 220
C Tide_system: tide_free
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